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Abstract

We developed a Python based framework for astronomical image processing and analysis. Astronom-
ical image loading, normalizing, stacking, and filtering processes represent visible range images from
grayscale. Besides, the blending process helps to analyze the image of multiple wavelengths in the
visible range. The methods take advantage of include median filtering for noise reduction, unsharp
masking for sharpening details, and intensity normalization techniques. The detailed analysis of pixel
intensity distributions and applying Gaussian fitting to variations across different wavelength bands.
These methods highlight Python as a valuable tool for astronomers.
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1 Introduction

The development of astronomical image processing has come
a long way. Astronomical observations have changed be-
cause of the use of charge-coupled devices (CCDs) in tele-
scopes. Observations made in astronomy have shifted since
telescopes started embracing charge-coupled devices that
enable astronomers to photograph light accurately from ob-
jects. This device (Fig 1)) converts incoming photons into
electronic signals, creating a digital image of the observed
scene.
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Figure 1: CCD Architecture ([9])
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Figure 2: Noisy Image

This process has many steps, from the initial capture of
photons to the final production of a Flexible Image Trans-
port System (FITS) file, the standard format for storing
and sharing astronomical data. When light from a distant
star or galaxy hits the CCD, it generates electron charges
proportional to the intensity of the light. Each pixel on
the CCD represents a specific location in the sky. The to-
tal collected charges are read and digitized to form a raw
image. This raw data is enhanced by first creating a stack
of multiple exposures to enhance signal strength over noise
(Fig levels. Applying the square root function provides a
good balance between compressing the high-intensity values



(bright areas) and expanding the low intensity values (dim
areas). This is especially important in astronomy, where
the dynamic range is vast for some stars may be extremely
bright while other structures such as nebulae, distant galax-
ies are faint. The square root helps to make dim objects
more visible without completely washing out bright objects

([5]).

Interference is always a problem in astronomical imaging.
Variations in CCD images that result from noises are due to
thermal noise, cosmic rays, and readout noise (Fig . One
of the key components in analyzing true signals involves the
reduction of distorted noise signals and therefore, efficient
methods in noise reduction is very important. For instance,
median filtering is used to remove “salt and pepper” noise
commonly caused by individual bright or dark pixel ([3]).
This method provide that though the noise is minimized,
the outlines and features of objects in space are still well
defined.

In addition to the Gaussian filtering in this process as
in unsharp masking where in it helps generate a “mask” of
low frequency detailing. If this mask is then taken away
from the original image and the high frequency is boosted,
what is obtained is a much sharper picture. Altogether,
the mentioned methods improve the quality and contrast of
astronomical images.

The significant of image processing is the formation of
the combined images, especially if dealing with multi-
wavelength data. Combining two or more images in dif-
ferent wavelength bands like optical, infrared and X-ray
give a higher resolution and more detailed picture of the
phenomena. Such a technique allows astronomers to sort
out details that can go unnoticed at a single wavelength,
allowing a deep probe into the physical processes driving
the objects.

The discovery of a powerful tool in the form of Python
has extended the frontiers of data analysis and scientific
computing mainly in astronomy and image processing. The
various libraries; NumPy, Matplotlib, Astropy and Scikit-
Image of Python enable easy handling of large data sets in
image processing and visualization. Compared to other spe-
cialized astronomical software, Python offers flexibility and
integration with various scientific computing tools, making
it an essential tool for modern astronomical research.

2 Methodology

2.1 Data Loading

In the image processing and analysis, we used images in the FITS
(Flexible Image Transport System) format. The procedure for
loading image data involves opening the corresponding FITS files
for each color channel: green, red, and blue. This process can be
represented as follows:

G = fits.open(path_to_green_image.fits)

R = fits.open(path_to_red_image.fits)
B = fits.open(path_to_blue_image.fits)

2.2 Inside the R-G-B Matrices

Each of the R, G, and B files in an image represents a 2D matrix
of pixel intensity values for the Red, Green, and Blue channels,
respectively. These matrices can be represented as:
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Where R;;, G;j, B;; represent the intensity of the red,
green, and blue channels at pixel (i,7). and m x n is the
resolution of the image (i.e., the number of rows m and
columns n of pixels). Each value R;;, G;j, B;; represents
the intensity of the respective color channel at a specific
pixel.

2.3 Data Extraction

The process involves extracting the image data arrays by
the primary header of the FITS file, which contains the pa-
rameters corresponding to the primary Header Data Unit
(HDU). The extracted data arrays for the respective color
channels can be represented as :

Ir = R[0].data
I = G[0].data
Ip = BJ[0].data

2.4 Square Root Normalization of Red,
Green, and Blue Images

Square root normalization refers to applying the square root
function to pixel values before displaying them. If a pixel
value is denoted as I, then the normalized value o iS

computed as:
Inorm = \/j

This transformation is nonlinear and tends to compress the
higher range of values while spreading out lower values.

Mathematically, the square root function grows slower than
the linear function, especially for larger values of I. As we
can see, for larger values of I, the difference between the
transformed values becomes smaller. This leads to a more
balanced representation of both faint and bright regions in
the image.



2.5 Stacking the R-G-B Matrices

Stacking the normalized R, G, and B images involve com-
bining them into a single 3D matrix (or tensor) where each
element of this tensor contains three values, representing
the red, green, and blue intensity for each pixel.

If we take the individual matrices R, G, B of size m X n,
stacking (Fig [3) them results in a 3D tensor RGB of size
mXxXnXx3.

Where the third dimension holds the three color channels
for each pixel:

(R12,G12, B12)

(Ra2, G22, B22)

(R11,G11, B11) (Rin, Gins Bin)

(R21,G21, Ba1) (Ran, Gon, Ban)

RGB —

(Rm2, Gm2, Bm2) (Rmn, Gmn, Bmn)

(Rm1:Gm1s Bm1)

Figure 3: Grayscale Stacked Image

So, each element in the stacked matrix is a triplet
(Rij, Gij, Bij), representing the red, green, and blue inten-
sities for pixel (i,7). After stacking, the 3D matrix RGB
will look like:

Rij
Gij
Bij

RGB;; =

2.6 Computing the Intensity

The intensity at each pixel is computed by multiplying the
red, green, and blue intensities by their respective constants
and summing them up. The weighted sum formula is a lin-
ear combination of the red, green, and blue channels, where
each channel’s intensity is multiplied by a constant factor.
This factor acts as a weight, representing the contribution
of each color to the overall perceived brightness (intensity).

For an entire image, let’s assume the stacked 3D RGB
matrix is denoted as RGB, and each pixel (7,;j) has the
values (R;;,G;j, Bij). We can express the intensity image

(Figld) I as:

Li; = (0299 0.587 0.114 )-

Where:

e R;j, Gyi;, and B;; are the red, green, and blue intensi-
ties at pixel (4,7) in the normalized image.

e The constants 0.299, 0.587, and 0.114 represent the
relative contributions of red, green, and blue to the
perceived brightness, based on human visual percep-
tion.

Stacked RCE Image

Figure 4: RGB Stacked Image

These weights are chosen based on empirical studies of hu-
man vision, specifically derived from the luminance calcula-
tions used in video and image compression ([12]).

2.7 Noise Reduction Using Median Filter

The median filter works by considering a neighborhood of
pixels around each pixel (7, j). For a 3 x 3 neighborhood, the
median value replaces the center pixel. For the pixel R;; in
the red channel, the filter examines the neighboring pixels:

Ri_1j-1 Rici; Ricij+1
Rij-1  Rij  Rijn
Rit1j-1 Riy1; Rit1+1

The filter sorts these 9 pixel values and selects the me-
dian value. This median replaces the value of R;; This pro-
cess is repeated for every pixel in the red, green, and blue
matrices independently.

Let us have an example with a simple 3x3 matrix,
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Step 1: Handling Pixel (1,1)

This is the top-left corner. Since it’s at the edge, we
have to pad the surrounding pixels. A 3 x 3 window around
pixel 1 (assuming repeated edge pixels):
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Sorted values: [1,1,1,1,2,2,4,4,8]
Median: 2
Replace pixel 1 with 2.

Step 2: Handling Pixel (1,2)
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Sorted values: [1,1,2,2,3,3,4,6,8]
Median: 3

Replace pixel 2 with 3.

Step 3: Handling the Center (2,2)
A 3 x 3 window around pixel 8:

1 2 3
4 8 6
7T 5 9
Sorted values: [1,2,3,4,5,6,7,8,9]
Median: 5

Replace pixel 8 with 5.
If we continue this process applying the Median Filter

to each pixel, we will get:
Original Matrix:

1 2 3

4 8 6

7 5 9
Final Matrix

2 3 3

4 5 6

7T 7 8

Table 1: Comparison of Original and Final Image Values

Position Original Final Value

Value (After Me-
dian Filter)

(1, 1) 1 2

(1,2) 2 3

(1, 3) 3 3

(2, 1) 4 4

(2, 2) 8 5

(2, 3) 6 6

(3, 1) 7 7

(3,2) 5 7

(3, 3) 9 8

2.8 Sharpening the Image using Unsharp
Masking

Imagine an image as a 2D surface, where the height of the
surface at any point represents the intensity of the pixel at
that location.

e High-frequency components (edges) are like sharp,
abrupt changes in the surface (steep slopes).

e Low-frequency components are smooth,
changes (flat or gently sloping surfaces).

gradual

Blurring with a Gaussian Filter

When we apply a Gaussian filter, our program smooths out
the sharp changes, effectively flattening the surface. This re-
moves the high-frequency components (the steep slopes or
sharp edges) and keeps only the low-frequency components
(smooth transitions). For more effective smoothing of im-
ages, the Gaussian filter is applied [2]. It is the first step of
noise remover detection, but not more effective for removing
salt and pepper noise. It is based on Gaussian distribution.
The Probability Density Function (P(x)) of Gaussian
distribution is represented by Equation (1):
1 (w—p)?
= T 202
P(x) W@
Here, = is a gray level image, i is the mean value, and
o is the standard deviation. The standard deviation (o) of
the Gaussian determines the amount of smoothing.

e Visually, this is like flattening out the sharp details in
the image while keeping the overall structure.

Creating the Mask

The mask is created by subtracting the blurred image from
the original image.

e Practically, this is like isolating the sharp slopes or
edges on the surface. The mask highlights the re-
gions where there were sharp changes (high-frequency
components) by calculating the difference between the
original and blurred surfaces.

Adding the Mask Back

Finally, this step adds the mask back to the original image.
This step amplifies the sharp features (edges) while
preserving the smooth areas.

e Which is like re-emphasizing the steep slopes in
the original surface by increasing their magnitude
(strength).

Given an image matrix I, unsharp masking can be
expressed mathematically as:

Isharpened =1+ Strength X (I - Iblurred)
Where:



e [ is the original image.

® Ihjurred is the blurred version of the image (low-pass
filtered).

e Strength controls the amount of high-frequency detail
added back.

For each pixel I(z,y), this operation can be written as:

Isharpcncd(x, y) — I(Ivy)
+ strength x [I(x, vy — Thlurred(x, y)]

Thus, the unsharp masking enhances sharpness by
increasing the contrast along edges without overly affecting
the smooth areas of the image.

2.9 Intensity Distribution

To analyze the color intensity we also calculated histograms
to examine the distribution of the fusion; we considered the
distributions of the red, green, blue color distributions. His-
togram shows relative density of pixel intensity level and
can be used to represent an overall image color density. In-
dividual pixel intensity was obtained for each channel and
histogram of the intensity values was created to show the
appearance frequency. To display the distribution we took
a histogram with bins of size 100 and then fitted a Gaussian
density distribution on the histogram to represent a smooth
function for the intensity distribution. This was done by
fitting a Gaussian function to the histogram data points,
characterized by the following equation:

INCEME
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f(x) =ae

where ’f(x)’ is the fitted Gaussian function, ’a’ is the
amplitude (peak height), u is the mean intensity (center of
the distribution), o is the standard deviation (controls the
width of the curve).

2.10 Framework for Creating Multiple
Wavelength Composite Image using
Blending

Creating a composite image from multiple wavelength
data, including X-ray, infrared (IR), and optical (RGB)
images, then scaling and combining these into a single
composite image where each wavelength contributes to a
different color channel. Each file (.fits) contains pixel
intensity values corresponding to different wavelengths:

e X-ray: High-energy radiation image.

e IR (Infrared): Longer wavelength radiation (com-
pared to visible light).

e RGB (Optical): Red, Green, and Blue channels rep-
resent visible light.

Each image can be thought of as a matrix where:

X1 Xip2 Xin

Xo1 Xoo Xon
X = . . .

Xm,l Xm,2 Xm,n

Here, X, ; represents the pixel intensity at position (4, j)
for the X-ray data, and similarly for the IR and RGB
channels.

To bring all the images into a uniform intensity scale
(range [0, 1]), the pixel intensities are rescaled using the
exposure.rescale_intensity function. For each image
(e.g., Xqata for X-ray):

Xdata - Xmin

Xnorm =
Xmax - Xmin

This operation normalizes the pixel values, ensuring that
the minimum value becomes 0 and the maximum value
becomes 1, thus ensuring compatibility between images

with different intensity ranges.

Input Variables:

o Xg.ta: The original pixel intensity at some position
(i,7)-
® Xin: The minimum intensity value in the original

data.

e X .x: The maximum intensity value in the original
data.

Subtraction Step:
Xdata - Xmin

This shifts the entire range of the data so that the smallest
value in the original dataset becomes 0. It shifts all values
downward by subtracting Xin-

When Xgata = Xmin, the numerator becomes 0:

Xmin - Xrnin =0

So, the normalized value at the original minimum is:
Xnorm =0

This ensures that the minimum value in the data becomes
0.

Division Step:
Xdata - Xmin
Xmax - Xmin
By dividing by Xmax — Xmin, the range of the data is

scaled so that the original maximum value becomes 1.
When Xgata = Xmax, the numerator becomes:

Xmax - Xmin



So, the normalized value at the original maximum is:

Xmax - Xmin

Xmax -

Xnorrn = X
min

=1

This ensures that the maximum value in the data becomes
1.

Intermediate Values:

Any value of Xgata between X i, and X ax will be scaled
proportionally between 0 and 1.
For example, if Xqata is exactly halfway between X,,;, and

Xmax, 58y Xdata = %7 then the normalized value
will be:
Xmax+Xmin
X _ 2 — Xomin o Xmax — Xmin —05
norm — - — .
Xmax - Xmin 2(Xmax - Xmin)

This means that the data is now scaled so that
intermediate values fall between 0 and 1.

Intensity Scaling
Xscaled = Xnorm X Xray_intensity
Similar scaling applies for IR and RGB channels.

Iscaled = Tnorm X ir-intensity

RGBscaled = RGBrorm X rgh_intensity

Colored Representations for X-ray and IR

Each wavelength is given a color representation by
combining its pixel intensities into specific color channels.

X-ray Representation

X-ray data is turned into a pink/purple hue by distributing
its scaled intensity into the Red, Green, and Blue channels:

Xcolored = (Xscaled X 1~07Xscaled X 0~37Xscaled X 06)

This gives higher weight to the red and blue channels,
resulting in a pink/purple representation.

IR Representation

IR data is colored green by setting the Green channel as
dominant:

Icolored = (Iscaled X O2a Iscaled X 1~OaIscaled X 02)

This gives the IR data a strong green hue with subtle red
and blue components.

Combining the X-ray, IR, and RGB
Channels ( Image Blending )

The composite image is created by adding the scaled
X-ray, IR, and RGB data together. Let
Rscaled, Gscaled, Bscaled Tepresent the scaled RGB data.
Then, the combined image is given by:

Composite = RGBscaled + IRcolored + Xcolored

Composite Image

Figure 5: Combination of Three Images

This operation is performed element wise, adding the pixel
values from each component to form a composite pixel

(Fig[5)) for each position (i, 7).

3 Results & Discussion

We successfully created a composite RGB image of an as-
tronomical object using data from three optical filters: blue,
green, and red. To obtain normalized images and possible
identification of weak signals that were practically invisible
earlier, each filter’s data was processed. This processing
represents the variation in the level of opacity within the
RGB image and enhances small details.

To further improve image sharpness, a median filter was
applied after forming the RGB composite. This noise re-
duction technique effectively preserved many structural el-
ements in the image foreground while removing random
pixel disturbances that could obscure important details. To
remove noise, we applied the unsharp masking technique.
This method remarkably improved the details. The impact
of these processing techniques on image quality is displayed
in the 3D plot shown in (Fig @ This comparison expresses
improvements in image sharpness and detail following the
application of noise reduction and sharpening methods.
Using Gaussian fit for the red, green, and blue channels his-
tograms (Fig represent a uniform distribution of intensity
levels across all three channels, indicating a well balanced



composite image and effective processing of the individual
color channels. After this, we produced a multi-wavelength
composite image by combining RGB data with X-ray and
infrared (IR) views.

Finally, our composite image is merges from multiple wave-
lengths of data and makes it easier for astronomers to
visualize details and inner view of objects based on different
parts of the electromagnetic spectrum in a single picture.
Composite images are very effective for visualizing the data
and extracting various information within a short time.
Therefore, astronomical data analysis is an important step
in processing raw astronomical data, this process provides
meaningful interpretations. Here, we used Python for our
astronomical data analysis. Python is an excellent tool for
astronomical data analysis, as it is open source and has a
vast collection of implemented packages that can be easily
installed on local machines.
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4 Code and Data Availability

All the codes used for the project given here
Astronomy-Project-for-Amateurs
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Figure 6: 3D plot for Comparing the Original Image with Two Noise Reduced Images for OPT_G.fits.
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Figure 7: Gaussian Fits and Histograms of Color Intensity Distributions
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